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# 1 Introduction

This document summarizes all the requirements for the first deliverable of the section: Deep Learning. This summary is divided into two sections, one for each block:

1. **Dense Networks**: ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAA0CAYAAACHO2h8AAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAALiMAAC4jAXilP3YAAAGdSURBVEhL7Zc9SgRBEIVHBTGRDQwUAwMTA4PNRcwE8QSGBoI3EC/gFTzDBh7AyD2AJxBExECM9Aj6vpkqaXb7Z7YFo/ngUb3OzOvqmu6etvlvNqTLrlkHBmfSp/TNHxaBB+9NGDxLmCxsdCidWoQrqcpoll5Gyxb/zGBUZjAqMxiVWbEYsivtSzvSgXQhbUuwKq1JmxLX36SWJYshbGznXbPIicWBHnixKdpW16ziw2IzlXyDr9HUM7qW9rpmFU8WByrgFMKn2g8Sjxb5zVrsxVjiBIIRO4GD+a3E68Y4vBaFnicSD8bwYw5mSTjK+CSj9xg3kt9D9i2zO+S7RXi1mGPdYhR6yRWUgpMNJaiGAvuweBlVUHwKjEmqfkkoPqJ33haKDjv3OSIDviJoJH1JwNcjNTV6QzZeaD/1VhOdRzXwsBsxFaIwdlIu1cCNUBTGzsXsOhKh0dziDVNGKcjW70nObi6QTW6J8H+KG1H4KBjk9hqy8dlNzNYSM2Ywy4DeGTLGtN1kbr+KHWuAm46lIynM7kG6k17aX780zQ+KD27xaKeigwAAAABJRU5ErkJggg==) deliverable mark.
2. **Convolutional Neural Networks**: ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAA0CAYAAACHO2h8AAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAALiMAAC4jAXilP3YAAAIUSURBVEhL7Ze/LkVBEIevP5EoUGhVOpWGROEJFCqFUqdTKIgH8ApaCoUXkFBpSCQqhWhEJRoJQaOQ8PvcnZM99+7u2eyJRnzJL3Oy2TN3Z87u7NzObzMt7Ul30pfTlRublbJYlZ6ldclewm5J5nRXSrIo4YQVheBHspyx/KZfIzxzFgxzUrIJRwxEWJJsHuH+MOgsTDkLc86GeHMWJpytObqWtqVTaYOBDF6dLYIcWmiEWYztLT5MMbaX2CLZG7MX+1qtnPAiDgintRP2FnutCHNSbbwSzAnnKwSHuvHw4oTPnMoHZ676kQFnfXj5TNqRbhgIMC4dSsvSOQO9+GUiR0GoQaHJMZG/Cj80Pu1M9zGLd4mD/k8mlux9Z0u5MEd8zjYcmKM1Z0vhOP1VQqffxz82j9J99zEfqgAJtFbGWhyrllkll5eoz6GOxBoInCad2ZUTK/SMWRlJNRq1ZoqaHOJEsjlRaLSYQC5izRZh2ZwkLD8Wvx8a+SrGv/tjK27ELgacpK6pPpjMCrgE2U844TkY9pCzIT6lD4nkcr89SZvSmHQrvUjF+OG16taAjdiX8FRoMYalFWlUGpGOpVpXCyy96VA+OAvzztbwG/HUObLdj6qG1F8RHUYOfmMf7GytiYjuFYeVEhTdmOQo1XDa50c8JyFXVh1JPC9QUmwljJOnGqmazaoWJPvjwv+OSynQynQ638ikoBRlkhLfAAAAAElFTkSuQmCC) deliverable mark.

Although both sections have different purposes, there are transversal requirements:

1. **Dataset**: 2 different datasets will be used, one for each section. Analyze the data is **mandatory** since understand and know the data we’re using is **primordial** to work with any artificial intelligence model.
2. **Network architecture**: This datasets are commonly used for *benchmark* purposes by the research community. This means, there are different architectures and configurations converging to *good-result* solutions. Nevertheless, feel free (we encourage you) to play with all the parameters available (remember having a look to tensorflow.keras webpage) to compare and understand better the results from your models and why are they working (or not).

# 2 Dense Networks deliverable

For this section we’ll be using the **wine dataset**. This dataset contains about 180 samples with over 10 different features to classify samples in 3 different classes.

## 2.1 Objective

The objectives for this section are defined below:

### 2.1.1 Analyze and prepare the data

Analyze the dataset as seen in the previous subjects of the MUDS and prepare the data (if needed) explaining your analysis and your decisions.

### 2.1.2 Building model

As per construction, this problem is very similar to the examples we’ve seen during the session. For this objective, two different models are required:

### 1. Single neuron

2. **Multi-layer perceptron/dense network**: Without restrictions, feel free to design your architecture.
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#### 2.1.3 Evaluate results

Explain your results and compare the different models. Which one is better, why is this result coherent (or not) and what could be done to improve the models.

# 3 Convolutional Neural Networks deliverable

For this section, feel free to use any of the below datasets:

1. **CIFAR10**: Reuse the dataset used on the last notebook seen in session 2.
2. **Vegetables dataset**: Kaggle dataset. Contains several types of vegetables.
3. **Chess dataset**: Kaggle dataset again, images in this case are all the chess figures.
4. **Flowers**: Following *vegetables* and *chess* but this time, we’re classifying flowers.

Create 2 classes from one of these datasets.

All but CIFAR10 are uploaded in the folder Day-2. Although this datasets are recommended, feel free to use any dataset but will be necessary to give a brief explanation about it.

## 3.1 Objective

Here the objective is different: Since all datasets are **multiclass**, this time a **binary classification** is required.

### 3.1.1 Class selection

: Completely up to you. Explore the dataset and select two classes to build your **binary classifier**. Keep in mind that might be *easier* for the model to classify those classes that are **clearly differentiable** by humans. Anyway, explain which classes are selected and why.

### 3.1.2 Building model

: Completely up to you, taking into account that the *complexity* of the images to build a deeper model (or not), try to use this information in your favour.

Although is not mandatory, testing out several models (architectures, hyperparameters etc) is a good method to deeply understand your model behavior.

### 3.1.3 Evaluation

: Evaluate your results. Is a good result? is not? If so, why? Is there something you could do to improve the performance?

# 4 Doubts, questions

Do not hesitate to contact me with your doubts at: sergi.bernet@salle.url.edu.

The deadline for this deliverable is the 22/03/2022. Note you have **2 weekends**, don’t wait until the end, there are more deliverables and handle all of them at the same is a lot of work to deal with.
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